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The representation of objects in ventral temporal cortex is relatively resilient to trans-

formations in the stimuli. There is emerging recognition that ventral temporal object

representations are forged via interactions among a broader network of regions that

receive independent inputs about a stimulus. Here we test whether ventral temporal

representations are causally modulated by disrupting processing in distal associative

areas. We used transcranial direct current stimulation (tDCS) to stimulate left parietal

areas and functional Magnetic Resonance Imaging (fMRI) to measure object-related neural

responses in the ventral stream. We find that representational geometries and category

discriminability within ventral temporal cortex, as well as functional connectivity between

ventral temporal and parietal areas, are enhanced by anodal compared to cathodal stim-

ulation of left parietal associative cortex. These results demonstrate that ventral temporal

representations can be causally modulated by processing distal to the ventral stream.

© 2019 Elsevier Ltd. All rights reserved.
Object representations in high-level associative visual cortex

should ultimately be invariant to identity-preserving trans-

formations in the way objects present themselves (e.g.,

DiCarlo, Zoccolan, & Rust, 2012). This is dictated by the fact

that humans can (and have to) identify objects irrespective of

the fact that every encounter with them will most times lead
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to different activation patterns within low-level visual areas.

Several studies have demonstrated that neural responses

within ventral temporal cortex e typically regarded as the

locus of object recognition (e.g., Goodale&Milner, 1992; Orban,

2008; Rolls, 2000) e are indeed stable across the presentation

of different exemplars of the same basic level object (e.g.,
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Quiroga, Reddy, Kreiman, Koch, & Fried, 2005) or different

views of the same stimulus (e.g., Grill-Spector et al., 1999;

James, Humphrey, Gati, Menon, & Goodale, 2002;

Vuilleumier, Henson, Driver, & Dolan, 2002). This represen-

tational invariance allows for the necessary generalization

power for optimal object recognition.

High-level object representations are, however, forged

from the integration of information across distributed pro-

cessing modules, and hence must be malleable enough to

input from other higher-level cortical areas (e.g., Price &

Devlin, 2011). In fact, cognitive processing and global brain

functioning seem to follow strategies that are typical of small-

world networks e local segregation in modules that are

dedicated to particular aspects of information, and global

integration of information within a network (although in this

case connectivity can be long-distance; e.g., Deco, Jirsa, &

McIntosh, 2011; Deco, Tononi, Boly, & Kringelbach, 2015;

Park & Friston, 2013; see Fig. 1A). Specifically, local segrega-

tion seems to be implemented within ventral temporal cortex

(and perhaps other locations in the brain) via a mosaic of re-

gions that seem to prefer stimuli from one category over

stimuli from other categories (e.g., Almeida, Fintzi, & Mahon,

2013; Chao, Haxby, & Martin, 1999; Downing, Jiang, Shuman,

& Kanwisher, 2001; Epstein & Kanwisher, 1998; Garcea,

Kristensen, Almeida, & Mahon, 2016; Kanwisher,

McDermott, & Chun, 1997; Kristensen, Garcea, Mahon, &

Almeida, 2016; Mahon, Kumar, & Almeida, 2013; Noppeney,

Price, Penny, & Friston, 2006; for a review see Grill-Spector &

Malach, 2004). Global integration of information processed

within these segregated modules seems to be accomplished

through long-range connections (e.g., Deco et al., 2015; Park &

Friston, 2013), according to specific connectivity constrains,

and flexibly integrating different types of information from

different modules depending on the task at hand (e.g., Chen,

Garcea, Almeida, & Mahon, 2017; Mahon, 2015; Op de Beeck,

Haushofer, & Kanwisher, 2008). But how does a network

integrate information across its modules? One intriguing

possibility is for individual modules to convey information

through long-range connections to other modules of the

network (e.g., Almeida et al., 2013; Chen, Garcea, & Mahon,

2016; Mahon et al., 2007; Mahon et al., 2013), thus causally

modulating information integration and representation

distally within the network. That is, information processing

within a module of a network may causally impact how in-

formation is represented in a distal module of that same

network.

Here we test for this hypothesis by focusing on 3 categories

e those of tools, faces and places/scenes e and exploiting

some of the characteristic features of the architecture of the

associated category-preferring networks; and by using neu-

romodulation (and specifically transcranial direct current

stimulation e tDCS) to address how information is integrated

and represented within a network. We used the tool-

preferring network as our target network because it includes

modules that are widespread, affording a series of long-range

connections along with local segregation, and because some

of the modules are readily accessible to neuromodulation

techniques. This network includes the left inferior parietal
lobule (IPL), bilateral superior and posterior parietal cortex,

left posterior middle temporal gyrus (MTG), and bilateral (but

stronger on the left) medial fusiform gyrus (mFUG; e.g.,

Almeida et al., 2013; Chao & Martin, 2000; Garcea & Mahon,

2014; Mahon et al., 2007, 2013; Noppeney et al., 2006). Impor-

tantly, these modules are functionally and anatomically

connected with one another (Almeida et al., 2013; Chen et al.,

2017; Garcea & Mahon, 2014; Hutchison, Culham, Everling,

Flanagan, & Gallivan, 2014; Hutchison & Gallivan, 2016;

Kravitz, Saleem, Baker, & Mishkin, 2011; Kravitz, Saleem,

Baker, & Ungerleider, 2013; Mahon et al., 2013; Noppeney

et al., 2006; Rushworth, Behrens, & Johansen-Berg, 2006;

Simmons & Martin, 2012; Stevens, Tessler, Peng, & Martin,

2015) e specifically, strong connections have been observed

between the left IPL and the left mFUG (e.g., Almeida et al.,

2013; Garcea & Mahon, 2014; Hutchison et al., 2014; Mahon

et al., 2013). Thus, by modulating activity at one of the mod-

ules of this network e e.g., the left IPL ewe are able to probe a

distal module of the networke e.g., the left mFUGe for effects

at the level of multivariate information integration and

representation.

Moreover, we can also test for the level of specificity at

which the modulation of information processing takes place

by 1) inspecting category-preferring regions that neighbor

the left mFUG but present different category preferences,

such as the left fusiform face area (FFA) that putatively

prefers images of faces to images of stimuli from other

categories (e.g., Kanwisher et al., 1997, but see Gauthier,

Tarr, & Anderson, 1999; see Fig. 1C); and by 2) exploiting

the fact that the left mFUG also shows a preference for

places/scenes when compared to other categories such as

animals or faces (Chen et al., 2016; Mahon et al., 2007). The

strong hypothesis under test here is then that modulating

neural responses within the left IPL e a module of the tool-

preferring network e should lead to observable effects at the

level of information integration and representation (as

assessed by representation similarity and pattern discrimi-

nability) that are specific for modules within the tool-

preferring network e i.e., effects should be visible only at

the left mFUG, and not at the neighboring left FFA e and that

are specific for the preferred category of the stimulated node

e i.e., effects should be present for tool stimuli, but not for

face or place stimuli.

Importantly, we use tDCS as our stimulation technique

(Almeida et al., 2017; Batsikadze, Moliadze, Paulus, Kuo, &

Nitsche, 2013; L�opez-Alonso, Cheeran, Rı́o-Rodrı́guez, &

Fern�andez-del-Olmo, 2014; Stagg & Nitsche, 2011). tDCS is a

non-invasive neuromodulation technique that modulates

neural activity likely by interfering with resting membrane

potential and synaptic strength via long-term potentiation or

depression (e.g., Stagg & Nitsche, 2011). In fact, tDCS effects

are typically considered activity-dependent (e.g., Fertonani &

Miniussi, 2016; Fregni et al., 2005; Gill, Shah-Basak, & Hamil-

ton, 2015; Senço, Huang, D'Urso, Parra, Bikson et al., 2015;

Stagg & Nitsche, 2011). This certainly makes tDCS highly

appropriate for studying (and intervening on; e.g., Martins,

Fregni, Simis, & Almeida, 2017) domain-specific processes of

the kind investigated here.
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Fig. 1 e Experimental procedures and stimuli processing. (A) Schematic of stimulus processing in the context of the

experimental procedures used in tDCS sessions 2 and 3. Participants viewed images of tools, faces, and places immediately

after stimulation of left IPL with anodal or cathodal tDCS (1). Stimuli are processed in a feedforward fashion (2) leading to

neural activity within segregated regions of ventral temporal cortex (3). Through long-range connectivity (4) category-

specific information is integrated within a functionally-specified neural network and local representations are modulated

and tuned in a category-specific manner (5); (B) an example of the experimental design used, in which category-specific

blocks were interspaced with fixation-only blocks; and (C) the ventral temporal cortical regions of interest used in the

subsequent analysis. These regions were defined around peak coordinates obtained in the literature.
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1. Materials and methods

1.1. Participants

For the current study, we reanalyzed data from ten healthy

subjects (5 males and 5 females, ages from 18 to 33 years,

mean ¼ 23.1, SD ¼ 4.3) that participated in a previously pub-

lished study (Almeida et al., 2017). This sample size is in line

with some previous published papers (e.g., Chen et al., 2016).

No participant was excluded from the experiment. We

mention all manipulations, and all measures in the study. All

subjects were right-handed with normal or corrected-to-

normal vision, and had no history of neurological and
psychiatric disorders. Our participants went through the

typical questionnaires regarding MRI and tDCS safety. Our

study was approved by the ethical committee of the Faculty of

Psychology and Educational Sciences, University of Coimbra,

and written informed consent was obtained from all subjects.
1.2. Experiment

All participants completed three fMRI sessions (plus another

unrelated sessions that was not analyzed herein) each sepa-

rated by at least a week: two with (anodal and cathodal ses-

sions) and one without (control session) tDCS stimulation

immediately prior to the fMRI experiment. The control session

https://doi.org/10.1016/j.cortex.2019.02.018
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was always the first session. The order of the remaining ses-

sions was counterbalanced across participants. No part of the

study procedures and analysis was pre-registered prior to the

research being conducted.

1.2.1. Transcranial direct current stimulation (tDCS)
Weused a tDCS stimulator (TCT Research Limited, HongKong,

China) with 24.75 cm2 sponge electrodes soaked in saline so-

lution (.9%). The intensity of the current was set to 2 mA, and

was delivered for 20 min. The target area for tDCS stimulation

was the left IPL: in the anodal tDCS condition, the anode

electrode was placed above the left IPL and the cathode elec-

trode was placed on the participant's contralateral deltoid

muscle, whereas in the cathodal tDCS condition, the elec-

trodes were reversed. In the control session, no electrodes

were placed as no electrical stimulation was applied. During

stimulation, participants were told to rest, and were given no

task. We used two strategies to locate left IPL. In 4 of the

participants we defined left IPL individually in the partici-

pant's native space by using functional data from control

sessions and contrasting responses for tool stimuli with re-

sponses for animal stimuli. We then used neuronavigation

(Brainsight, Rogue Research) to set the stimulation site. In the

remaining 6 individuals we made use of the 10/20 EEG system

to define left IPL, and chose the location of the P3 electrode as

our target area (Herwig, Satrapi, & Schonfeldt-Lecuona, 2003).

These strategies are the most used strategies to locate the

stimulation site in the literature.

The tDCS room was immediately adjacent to the MRI bore,

allowing for a fast transfer to the MRI environment right after

tDCS stimulation.

1.2.2. fMRI object perception task
Participants were presented with intact and scrambled gray-

scaled images of tools, places, faces, animals, and were ask

to pay attention and focus on the center of the screen. We

obtained 91 volumes per run, with each run comprising 8

intact stimulus blocks (2 per category), 4 phase-scrambled

stimulus blocks (1 per category). Stimulus blocks were sepa-

rated by 6 s of fixation, and run startedwith 18 s of fixation and

ended with 20 s of fixation. There were three volumes

collected for each stimulus block. Each participant completed

5 experimental runs per session. Across runs different ex-

emplars were used for the face, animal, tool and place stimuli

to reduce repetition priming effects across runs. The stimuli

were 400 � 400 pixels in size (~10� of visual angle) and pre-

sented on a gray background using an Avotec projector (Stu-

art, FL, USA) under 60 Hz refresh rate. This is a reanalysis of

Almeida andColleagues (Almeida et al., 2017), and as such, not

all conditions from that study were conditions of interest in

the current study. In particular, we focused only on the cate-

gories of tools, faces and places as a way of testing distal ef-

fects of tDCS. Study materials (and presentation code) can be

obtained at https://doi.org/10.6084/m9.figshare.7631603.v2.

1.3. Analysis

1.3.1. Data acquisition and image processing
Whole-brain fMRI datawere acquiredwith a Siemens TimTrio

3-T MRI scanner (Siemens Healthineers, Erlangen, Germany)
with a 12-channel head coil at the Portuguese Brain Imaging

Network. High-resolution structural T1-weighted data were

obtained using a MPRAGE (magnetization prepared rapid

gradient echo) sequence with the following parameters: a

256 � 256 acquisition matrix, a 256 mm field-of-view, a voxel

size of 1.0� 1.0� 1.0mm3, a repetition time (TR) of 2530msec,

and an echo time (TE) of 3.29 msec. fMRI data were acquired

axially using T2*-weighted single-shot echo-planar imaging

(EPI) sequence using the following parameters: a 64 � 64

acquisition matrix, a 256 mm field-of-view, 30 (interleaved)

slices, a voxel size of 4.0 � 4.0 � 4.0 mm3, a TR of 2000 msec, a

TE of 30msec, 90� flip angle, and no slice gap. Preprocessing of

fMRI data was conducted using statistical parametric map-

ping (SPM12, http://www.fil.ion.ucl.ac.uk/spm/; Friston et al.,

1995) . All functional data underwent standard preprocess-

ing steps, including slice scan time correction, correction for

head motion by realigning all consecutive volumes to the first

image of the session, and co-registration of T1-weighted im-

ages to the first functional volume using the linear registration

algorithm. Co-registered T1-images were used to spatially

normalize functional data into MNI space using nonlinear

transformation in SPM12. Functional data were interpolated

to 2.0 � 2.0 � 2.0 mm3 voxels. No spatial smoothing was

conducted to avoid spill-over effects between voxels (Todd,

Nystrom, & Cohen, 2013) and to avoid inflation of local con-

nectivity (van den Heuvel, Stam, Boersma, & Hulshoff Pol,

2008). The conditions of our ethical approval do not permit

anonymized study to be publicly archived. To obtain access to

the data, authors should contact the corresponding author.

Requests for data are assessed and approved by the ethical

committee of the Faculty of Psychology and Educational Sci-

ences, University of Coimbra.

1.3.2. Regions of interest
We defined 2 regions of interest within left ventral temporal

cortex: a tool-preferring area, and a face-preferring area. The

tool-preferring left mFUG was defined using the coordinates

reported in Mahon and colleagues (Mahon et al. 2007); the

face-preferring left FFA was defined using coordinates ob-

tained using automated meta-analyses (http://neurosynth.

org; Yarkoni, Poldrack, Nichols, Van Essen, & Wager, 2011)

surveying 704 published studies on face processing. For each

area, we created a 6 mm-radius sphere centered at the

particular coordinates. All regions were composed of 123

functional voxels.

1.3.3. Representational similarity analysis
As a preprocessing step for representational similarity anal-

ysis, the fMRI data were linearly detrended at each experi-

mental run to remove low frequency drifts of the fMRI time

series and biases between runs. The detrended data were

normalized by subtracting the mean and dividing by the

standard deviation to reduce signal differences between runs.

After linear detrending and normalization, the volumes

within the blocks for tools and faces were resampled taking

into consideration the hemodynamic delay in fMRI (peak at

around 6 sec after stimulus onset¼ 3 volumes; repetition time

[TR ¼ 2 sec]). To avoid temporal overlapping of hemodynamic

responses from other category blocks, only the second and

third volumes were used in the resampling. Within each

https://doi.org/10.6084/m9.figshare.7631603.v2
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region of interest, we extracted signal intensities, from the

resampled dataset, per each of the 123 voxels for each of the

resampled volumes. Overall, per category and per participant

we extracted 20 separate neural patterns: 2 volumes per block,

2 blocks per run and 5 runs for each session. Thus we

extracted a total of 60 neural patterns.

For representational similarity analysis, we calculated

dissimilarity between these neural patterns in a pairwise

fashion using correlation distance (i.e., 1 e Pearson's r). These

distance values were organized in dissimilarity matrices

(Representational Dissimilarity Matrices e RDMs) for each

region and tDCS condition (anodal and cathodal) separately.

When correlation distance increases, dissimilarity increases

(low similarity), whereas when correlation distance de-

creases, dissimilarity decreases (high similarity). To facilitate

the understanding of similarity between the patterns we

calculated “Pattern similarity” defined as 2-dissimilarity; this

measure ranges from 0 to 2, with 0 being no similarity and 2

being complete similarity.

To analyze the data, and as our main analysis, we first

employed a 2 (Region: left mFUG vs left FFA) X 2 (Category:

Tools vs Faces) X 2 (tDCS polarity: Anodal vs Cathodal)

repeated measures ANOVA over tool and face-related pattern

similarity, and inspected the triple order interaction.

Depending on this triple order interaction, we then proceeded

with testing for the simple effects using paired t-tests to

compare pattern similarity between anodal and cathodal tDCS

sessions for each category at the two regions of interest. As a

control analysis, and in order to test for category-specificity,

we performed the same analysis but substituted tool neural

patterns by place neural patterns. That is, we employed a 2

(Region: left mFUG vs left FFA) X 2 (Category: Places vs Faces) X

2 (tDCS polarity: Anodal vs Cathodal) repeated measures

ANOVA, and inspected the triple order interaction. Once

again, depending on this triple order interaction, we tested for

the simple effects.

1.3.4. Pattern discriminability analysis
Pattern discrimination analysis was carried out over the

neural patterns that were described above (from the control,

anodal and cathodal sessions). Voxel intensities in each neu-

ral pattern were used as features in the classification analysis.

We used a binary linear classifier based on support vector

machine (SVM) algorithms (e.g., Boser, Guyon,& Vapnik, 1992)

to discriminate between tools and faces and separately be-

tween places and faces. We used data from the first (no-tDCS)

fMRI session as the training data set (40 patterns in total, 20

per category) and the fMRI data following anodal and cathodal

tDCS as the testing data sets (40 patterns in total). SVM clas-

sification was conducted using Spider for MATLAB (http://

people.kyb.tuebingen.mpg.de/spider/). We trained a linear

SVM classifier on the classification of tools versus faces or on

the classification of places versus faces using a hyper-

parameter C ¼ 1 (Andersson, Pluim, Viergever, & Ramsey,

2013; Sitaram et al., 2011). After SVM training, the classifier

was used to classify new samples from the anodal or the

cathodal tDCS sessions. Mean classification accuracy was

calculated by averaging across the 40 classification decisions

made by each classifier. Statistical comparisons were per-

formed as above. We run two 2 (Region: left mFUG vs left FFA)
X 2 (tDCS polarity: Anodal vs Cathodal) repeated measures

ANOVA, one for the classification between tools and faces (our

main analysis), and one for the control classification between

places and faces (our control analysis), and inspected the

interaction term. Depending on there being an interaction, we

then proceeded with testing for the simple effects by using

paired-sample t-tests over mean classification accuracy were

carried out between the anodal and cathodal testing data.
2. Results

2.1. Distal distortions in representational content

Neural responses to tools and faces (see Fig. 1B; see Methods)

were measured using whole brain fMRI in three different

sessions in human participants (N¼ 10). In the first session, all

participants completed the fMRI experiment with no neuro-

modulation prior to fMRI scanning. In the remaining two

sessions for each participant, transcranial direct current

stimulation was applied prior to fMRI scanning to modulate

processing in the left IPL.We thenmeasured neural responses

in the left mFUG and the left FFA (see Fig. 1C) to images of

tools, faces and places immediately after tDCS. In one tDCS

session, anodal tDCS was administered to left IPL, and in the

other session, cathodal tDCS was administered to left IPL

(order counterbalanced across subjects).

Because we are interested in how content is represented,

we focused on amultivariate analysis of our data. Specifically,

we first visualized the ‘distortions’ in representational content

in ventral temporal cortex using representational similarity

analysis (Kriegeskorte, Mur, & Bandettini, 2008). If ventral

temporal tool representations are distorted by tDCS to left IPL,

then this should be visible as a change in the similarity be-

tween tool-selective neural patterns in the cathodal versus

anodal tDCS conditions. We computed pairwise similarity

between the neural patterns elicited by stimuli from tools,

places and faces in the left mFUG, and left FFA (see Fig. 2A).

Each cell within the dissimilaritymatrices presented in Fig. 2A

represents the distance (computed as 1-Pearson's r) between

the neural patterns elicited by our stimuli across the voxels in

our ventral temporal cortical regions for the anodal and

cathodal sessions. These dissimilarity matrices are demon-

strative of the categorical preferences across the two regions.

Neural patterns elicited by the presentation of tool stimuli

seemed overall more similar to one another in the left mFUG

than in the left FFA, in a similar fashion towhat is observed for

the category of places, whereas similarity between the neural

patterns elicited by face stimuli were stronger in the left FFA.

In order to statistically test for tDCS-induced distortions in

the dissimilarity matrices we compared pattern similarity

between anodal tDCS to left IPL and cathodal tDCS to left IPL

for each category and region (Fig. 2B). We first focused on our

main categories of intereste i.e., faces and tools. We observed

an interaction between the region from which we collected

the data (i.e., left mFUG and left FFA), the category of the

stimuli (faces vs tools), and tDCS polarity (F (1,9)¼ 4.92, p¼ .05,

h2 ¼ .35). Specifically, there was an increase in pattern simi-

larity for tool items in the left mFUG after anodal tDCS

(average similarity ¼ 1.24, Standard Error of the Mean

http://people.kyb.tuebingen.mpg.de/spider/
http://people.kyb.tuebingen.mpg.de/spider/
https://doi.org/10.1016/j.cortex.2019.02.018
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Fig. 2 e Distortions of object representational space in ventral temporal cortex following tDCS to left IPL. (A)

Representational dissimilarity matrices for each tDCS condition on data from each ventral temporal region. Color codes for

how dissimilar the voxels-wise patterns are (blue e no dissimilarity e to red e maximum dissimilarity) as measured using

1 e Pearson's r for the pairwise correlation. These dissimilarity matrices are demonstrative of the categorical preferences

across the two regions; and (B) within-category pattern similarity (measured as 2 e dissimilarity) for each tDCS condition,

category and ventral temporal region. Pattern similarity for tool items in the left mFUG is significantly lower in the cathodal

than in the anodal tDCS condition. *p < .05.

c o r t e x 1 1 7 ( 2 0 1 9 ) 1 5 7e1 6 7162
(SEM) ¼ .05) compared to cathodal tDCS to left IPL (average

similarity ¼ 1.17, SEM ¼ .04; t(9) ¼ 2.83; p ¼ .02; Cohen's d for

repeated measures ¼ .89). Similar comparisons in left FFA did

not result in differences between anodal and cathodal ses-

sions (t < 1; Cohen's d for repeated measures ¼ �.03). Pattern

similarity for face stimuli was not affected by the polarity of

tDCS to left IPL (statistics for comparisons of pattern similarity

for faces in left mFUG and in left FFA were t < 1; Cohen's d for

repeated measures ¼ .14, and t(9) ¼ 1.48; p ¼ .17; Cohen's d for

repeated measures ¼ .47 respectively). Thus, tool similarity is

more dispersed in the cathodal compared to the anodal tDCS

stimulation condition (suggesting more dissimilar tool repre-

sentations in the cathodal condition) when information is

extracted from the left mFUG, an effect that is not visible for

tools in the left FFA, nor for faces in any of the ROIs. As a

control comparison we focused on the category of places and

compared it again with the category of faces (Fig. 2B). In this

analysis, the triple order interaction did not reach significance

(F (1,9)¼ 1.92, p¼ .20, h2¼ .18). As such, the simple effectswere

not inspected.

2.2. Distal effects of on pattern discriminability

Multivoxel classification (e.g., Haxby et al., 2001; Norman,

Polyn, Detre, & Haxby, 2006) was then employed to further

assess how category-specific representations within regions

of ventral temporal cortex were altered by tDCS applied to the

left IPL. For each participant and for each session, voxel-wise

patterns of object-selective responses (i.e., tools, faces, and

places)were extracted for the 2 areas of interestwithin ventral

temporal cortex. To maintain independence of voxel
definition and voxel test, regions of interest were defined

using peak coordinates from prior studies and meta-analytic

procedures, as described in the methods. Voxel patterns

from the first (no-tDCS control session) session were used to

train SVM classifiers (e.g., Cortes & Vapnik, 1995). Those

trained classifiers were tested on the category preferences

elicited after anodal and cathodal tDCS sessions, and classi-

fication accuracy was compared between the two tDCS ses-

sions. In our main analysis, the SVM classifier for each ventral

temporal region was trained and tested to discriminate tool

stimuli from face stimuli. In our control analysis, the SVM

classifier for each ventral temporal region was trained and

tested to discriminate place stimuli from face stimuli. This

way, we could test whether the ability to represent category-

specific information in each ventral temporal area was

modulated by the polarity of tDCS over left IPL, and whether

this modulation was specific to tools, and not more general to

all information processed within a node. If the effects of

stimulating the tool-preferring left IPL are specific to the tool

network, then only the classifier trained on data from the left

mFUG should be affected, and not the classifier trained on

data from the left FFA. Moreover, if the effects are specific to

tool stimuli, then there should be an effect of tDCS for the

classification between tool stimuli and face stimuli, but no

effect of tDCS for the classification between place stimuli and

face stimuli.

The principal finding was that category discriminability in

ventral temporal cortex was affected by anodal tDCS versus

cathodal tDCS. As can be seen in Fig. 3A, the effect of tDCS

over left IPL on category discriminability in ventral temporal

cortex was specific for the left mFUG and not for the left FFA.

https://doi.org/10.1016/j.cortex.2019.02.018
https://doi.org/10.1016/j.cortex.2019.02.018


Fig. 3 e Modulation of category discriminability in ventral temporal cortex by tDCS to left IPL. Classification accuracy in each

ventral temporal area, when tested with anodal or cathodal object-selective patterns of activation: (A) for the classification

between tool stimuli and faces stimuli; and (B) for the classification between place stimuli and faces stimuli. Data shows

that tDCS over left IPL disrupted tool discriminability in the left mFUG but not in the left FFA. ***p < .001.
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Specifically, in our main analysis (i.e., the classification be-

tween tools and faces) we obtained an (marginally significant)

interaction between the region of provenance of the data for

classification and the polarity of the tDCS (F (1,9) ¼ 4.47,

p ¼ .06, h2 ¼ .33). Simple effects showed that in the left mFUG,

classification accuracy for discriminating tools versus faces

after cathodal tDCS to left IPL (average accuracy ¼ 61.5%;

SEM ¼ 4.4%) was significantly lower than after anodal tDCS to

left IPL (average accuracy ¼ 74.5%; SEM ¼ 3.8%; t (9) ¼ 5.83;

p ¼ .0002; Cohen's d for repeated measures ¼ 1.84; Classifying

tools versus faces in left FFA: t < 1; Cohen's d for repeated

measures ¼ .16). Importantly, in our control analysis we

focused on the effects of tDCS to IPL on the classification be-

tween place and face stimuli. As in the Representational

Similarity Analysis (RSA) analysis, the interaction for the

control analysis did not reach significance (F (1,9) ¼ 1.29,

p ¼ .26, h2 ¼ .13; Fig. 3B). As such, the simple effects were not

inspected. These data indicate that perturbing processing

within a remote tool-preferring region affects representations

of tools in ventral temporal cortex, and demonstrates that

content-defined neural networks can drive (online) neural

responses in ventral temporal cortex.

Collectively, these findings show that perturbation of the

left IPL affects information integration and representational

content in ventral temporal cortex in a regionally and

categorically-specific manner: voxels within the left mFUG

exhibited tDCS-induced changes in the representational

content for tool stimuli (and no changes in representational

content for face or place stimuli), and these effects on repre-

sentational content and pattern discriminability are specific

to the left mFUG.
3. Discussion

Here we report causal evidence showing that neural repre-

sentations in ventral temporal cortex can be driven by in-

teractions with anatomically remote regions. Our data

indicates that disrupting processing within a distal but con-

nected region impacts local representations and pattern dis-

criminability. We suggest that these local representations

depend on information integration within a functionally-

specified neural network, with large-scale connectivity tun-

ing andmodulating representations in the individual modules

of the network. Importantly, this tuning seems to be network-
specific and domain-specific, as voxels within a region may

show or fail to show effects of altered neural dynamics ac-

cording to their network membership and categorical prefer-

ence, and as this tuning does not seem to spread

unspecifically to neighboring areas.

Converging with this view are insights from the neurobi-

ological phenomenon of diaschisis, whereby focal brain le-

sions affect neural processing in anatomically remote and

physiologically intact regions (Carrera & Tononi, 2014; Garcea

et al., 2018; Price, Warburton, Moore, Frackowiak, & Friston,

2001). Moreover, these data may provide a neural substrate

for top-down attentional modulation effects (e.g., Reynolds &

Chelazzi, 2004; Zhang & Kay, 2018) on occipital and temporal

cortex, whereby responses are enhanced in tandem with

attentional deployment and task demands. Finally, our pro-

posal is line with the view that functional integration is ach-

ieved through large-scale connections between distributed

cortical regions (Park & Friston, 2013; Varela, Lachaux,

Rodriguez, & Martinerie, 2001), with one possible imple-

mentation of such networks being the emergence of

connectivity-constrained neural assemblies that are dedi-

cated to particular computational goals, and are supported by

reciprocal interactivity and cell-firing synchronization (Chen

et al., 2016; Mahon, 2015; Op de Beeck et al., 2008; Saygin

et al., 2016; Varela et al., 2001).

In fact, there is a growing number of fMRI studies that have

demonstrated functional interactions among distributed

brain regions involved in visual processing of tools (e.g.,

Almeida et al., 2013; Chen et al., 2016; Hutchison et al., 2014),

and faces (Hutchison et al., 2014; Pitcher, Duchaine, & Walsh,

2014; Pitcher, Japee, Rauth, & Ungerleider, 2017), suggesting

that global integration of information from the different

modules of a network should occur via long-range connec-

tivity between these modules. This brings forth a potential

mechanistic explanation for the disruption of information

integration and representation observed at the left mFUG,

whereby deficient transmission of information between

modules of a network will disturb global integration of

network-preferred information across the modules of the

network.

In order to explore the potential importance of connec-

tivity in driving our effects, and also as a way to determine

whether the distal effects of tDCS observed over the repre-

sentations within the left mFUG were traceable back to the

left IPL, we performed a set of supplementary analysis on our

https://doi.org/10.1016/j.cortex.2019.02.018
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data. Specifically, we focused on the functional connectivity

patterns of the left mFUG to the whole brain after cathodal

and anodal tDCS, and on the effective connectivity between

the left mFUG and the left IPL (see supplementary materials

for detailed information on the methods used). Because the

left IPL was the target area of tDCS, we predicted that func-

tional connectivity between that area and the distally

affected area (i.e., the left mFUG) should be differentially

affected by the two tDCS conditions. Our whole brain func-

tional connectivity results using the left mFUG as seed region

showed that the left mFUG presents significantly increased

functional connectivity with the left Supramarginal gyrus

(SMG; a major region of the left IPL), and the left supple-

mentary motor area (SMA) after anodal tDCS compared to

cathodal tDCS (see supplementary materials for a detailed

description of the results of this analysis; see Fig. S1).

Importantly, this decrement in information traversing

from the left IPL and the leftmFUG seems to be specific for tool

information. We performed Psycho-physiological interaction

(PPI) analysis (Friston et al., 1995) between the left IPL (and

particularly left SMG) and the left mFUG, and show that the

connectivity between these areas is influenced by the polarity

of tDCS onlywhen participants are processing tool stimuli, but

not when they were processing other (e.g., place) stimuli (see

supplementary materials for a detailed description of the re-

sults of this analysis; see Fig. S1). That is, the decrement in

information exchange between the left IPL and the left mFUG

is specific for when participants are processing tool stimuli

and not stimuli from other categories, suggesting that the

effect visible at the left mFUG can be traced back to the left IPL

despite the fact that tDCS is not a very focal technique, and

that global information integration within a network is highly

specific to the type of information that the network is

specialized in. Our supplementary data on functional and

effectivity connectivity are then in line with this possible

deficient transmission of information hypothesis e functional

and effective connectivity are causally changed by tDCS

stimulation disturbing global integration of information that

is specific to the submodules of the tool network, and to tool-

related information.

One aspect thatmay not be fully resolvedwith these data is

whether the distal effects obtained herein are dictated by

long-distance but direct effects of tDCS onto the left mFUG, or

whether these effects are rather due to local disruptions at the

site of stimulation that transpire down in terms of the passage

of information from the left IPL to the left mFUG. Importantly,

we have previously shown over this same data that neural

responses for tools within tDCS-stimulated left IPL are

dependent on the polarity of stimulation (Almeida et al., 2017).

This strongly suggests that distorted representations in IPL are

causally modulating representational content in the left

mFUG.

One outstanding topic in the field of tDCS that warrants

some discussion is whether cathodal and anodal stimulation

lead, necessarily, to cortical inhibition and excitation respec-

tively. Batsikadze and collaborators (Batsikadze et al., 2013)

showed that this may be dependent on the stimulation pa-

rameters used. Specifically, they showed that unlike the use of

1 mA stimulation, the use of 2 mA e now widespread in

cognitive and clinical applications e over motor cortex leads
to cortical excitability irrespective of whether the simulation

was anodal or cathodal. This is certainly important for our

study as we have used a stimulation intensity of 2 mA. How-

ever, we have shown previously on these same data and

participants that tool-specific responses at the site of our

stimulation (IPL) are modulated by tDCS stimulation in a

polarity-specific way e i.e., the magnitude of tool-specific re-

sponses in left IPL increased under anodal stimulation and

decreased under cathodal stimulation (Almeida et al., 2017). It

is possible that the difference between the results of Almeida

et al. (2017) and those of Batsikadze et al. (2013) are due to the

area of stimulation (left IPL versus motor cortex), and poten-

tial differences in the physiological responses of these re-

gions. Future studies should focus on whether difference

regions are differentially affected by different tDCS stimula-

tion parameters. Another aspect that is important in the tDCS

literature, and that the methods used here and data obtained

cannot adjudicate is whether neuronavigation systems

should be used in lieu of the traditional EEG 10e20 system to

locate target areas. In this paper we used both neuro-

navigation and the EEG system to locate left IPL, but we did so

in different participants. This is a limitation of our study, as

we do not have enough statistical power to address this

question.

To sum up, here we show that tDCS stimulation in a distal

but category- and network-related module causally affects

categorical representations and pattern discriminability

locally.
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